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Math 311
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September 9, 2009

Section 1.5

Question 32-38: Refer the given matrices and vectors, and find each of the following multiplications.

2 1 3 61]7[2 1 50 11
_12 0 0 4(|4 O0f|_|16 10
Answer: DC = 1 -1 1 -1lls =173 22|
1 3 1 2113 2 28 4
_ _[2 4 _ 11_12 47_
uv = [3] [2 4] = 6 12]. vu=1[2 4] [3] =g 12] = [14].
_ 1 2
Bu =113
2 3 8
_|4 [ 4 8
8 —1 7 12|
3 5 14
Question: Given the augmented matrix for a system of linear equations. Give the vector form for the
general solution.
1 0 -1 0 -1
4. |0 1 2 0 1
0 0 0 1 1
X1 -1 1
X2l |1 -2
Answer: == o + x3 1
[ X4 1 0
1 0 -1 -2 =31
46. 01 2 3 4 0
AR AR
|| o] |-2| |-3| |-4|
Answer: |x3|=|0|+x3|1|+x4|0|+x5|0|.
[x.| o]l ol |1 lOJ
sl Lol Lol Lol 1



Question 59:

Answer:
Question 60:

a.
Answer:

b.
Answer:
Question 67:
Answer:

Let A and B be matrices such that the product AB is defined and is a square matrix. Argue that

the product BA is also defined and is a square matrix.

Let A be a my X n, matrix, and B be a mp X ng matrix. AB is defined tells usn, = mgz. AB is a

square matrix tells us m, = ng.

Now we look at the product, BA, a mp X ng matrix multiplies with a my X ny matrix. Since

my = ng, BA is defined. Since ny, = mp, the product BA is a square matrix.

Let A and B be matrices such that the product AB is defined. Use Theorem 6 to prove each of
the following.

If B has a column of zeros, then so does AB.

According to Theorem 6, the jth column of AB is AB;, where B; is the corresponding column in

B. Here, we have B; is a zero column, so the problem is to prove AB,.., = 0.

According the Definition 8, the expression of each item in AB,,,, can be written as Yz Ak By;-
As for here, all Bi; = 0, therefore Y3 _o A;xBx; = 0 for all entries of AB,,,,. Hence, we have a

zero column AB;in AB.

If B has two identical columns, then so does AB.

According to Theorem 6, the jth column of AB is AB;, where B; is the corresponding column in

B. So the problem is to prove AB; = AB;, and we have B; = Bj,. It is obvious that AB; = AB;,
holds.

An (n X n) matrix T = (tij) is called upper triangular if t;; = 0 whenever i > j. Suppose that 4
and B are (m X n) upper-triangular matrices. Use Definition 8 to prove that the product AB is

upper-triangular. That is, show that the ijth entry of AB is zero when i > j.

According the Definition 8, (AB);; = Yj=1 AixBx;. Expending it we obtain:
n
(4B);j = Z Ay By j
k=1
= Ail . Bl] I AiZ . sz qp 000 +Aik . Bk} qp 000 +Ain . Bn]

Looking at each entry that has i > j, there are two different cases:
1. if we have i < k, since j < i, we would have j < i < k, whichisj < k. So Byj=0,asB

is an upper-triangular matrix.



2. if we have i > k, then A;; = 0, as A is an upper-triangular matrix.

In either case, the multiplication of A, - By; = 0. Therefore we've shown that in the formula
above, every entry would end up equals to zero. The summation, therefore, is also zero. Up to
this point, we've proved that (AB);; = 0if i > j. So, the result matrix of two upper-triangular

matrices is also an upper-triangular matrix.

Section 1.6

Question 26:  Let A and B be (2 X 2) matrices. Prove or find a counter example for this statement: (4 —

B)(A + B) = A> — B2,

Answer: Let A be [ccl Z] and B be [2 ﬂ By expanding the left side of the equation we get:
__ab_ef_a—eb—f]
= B_[c d] [g h]_[c—g d—h
_fa b e fl _[ate b+f
A+ =] d]+[g h]_[c+g d+h

(A_B)(A+B)=[a_e b‘f]_[a+e b+f

c—g d—h] |lc+g d+h

_[a=elat+e)+ (b= llc+g) (a—e)b+f)+(b—-f)d+h)
(ate)c—g)+(c+g)d-h) B+f)lc—g)+@d-h)d+n]

Then we expand the right side of the equation. We have:

oo 0 -l R

o =[g 15 =15

AZ_Bzz[a2+bc—eZ—fg ab+bd—ef—fh]'

ac+cd—eg—gh bc+d*—fg—h?

In order to have the left side of the equation equal to the right side of the equation, we have:
(a—e)a+e)+b—f)lc+g)=a*+bc—e*—fg
(a—e)b+f)+b—-f)d+h)=ab+bd—ef —fh
(a+e)c—g)+(c+9g)(d—h)=ac+cd—eg—gh

(b+1)c—g)+(d—-h)(d+h)=bc+d?—fg— h?



Question 27:

Answer:

After simplifying these equations, we have:
bg—cf =0
af + bh —df —be =0

ce+dg—ag—ch=0

If the input matrices 4 and B do not satisfy any of these three equations, (A — B)(4 + B) =

2 _ p2 a1 2 _ 3 o _
A? — B* would not hold for them. For example: 4 = [3 4],B = [3 4_],bg cf =2x%x3
3x3=-3=%#0:

a-na+n =00 ME =[F
- =[ e =128 Zal
-8

Apparently, [_06 0 ] * [:2 :6] . Therefore we found the counterexample for the
statement: (A — B)(A + B) = A2 — B2,

Let A and B be (2 X 2) matrices. Such that A2 = AB and A # 0. Can we assert that, by

cancellation, A = B? Explain.

r

a b] and B be [(cl" Z,] By expanding the left side and the right side of the equation

Let A be [C d

we get:

Az_[a2+bc ab + bd
ac+cd bc+d?

= de ot da)
In order to have the left side of the equation equal to the right side of the equation, we have:
a(a—a)+blc—c)=0
a(b—b")+b(d—-d)=0
cla—a)+d(c—c)=0

c(b=b)+dd—-d)=0



To simplify things, let’s havea—a' =a";b—b"'=b";c—c' =c" andd —d' =d". We

obtain the following function:

a’ ¢ 0 0 a 0
b’ d” o0 o |b|_]o
0 o0 a" | |c 0
0 0 b” 4”1 4 0
a’ ¢ 0 0 0
= The augmented form: b™ d 9, 9, 0
0 a c 0
0 0 b’ d' 0
To reduce the augmented matrix we obtain:
a ¢ 0 0 0 1 ¢"/a" 0 0 0
b” dl’ O,, 0,, 0 N _Rl 5 bll dll 0 0 0
0 0 d' ¢ 0 a” 0 0 a ¢ 0
0 0 b d' 0 0 0 b" d" 0
1 c"/a" 0O 0 O
S R,— b"R, - 0 (a"d"—=»b"c")/a” 0 0 0
0 0 a ¢" 0
0 0 b" d’" 0
. 1 ¢"/a’ 0 0 0
. a R0 1 0 0
(arrdlr _ b”C”) 0 0 a ¢’ 0
0 0 b" d’ 0
1 0 O 0 O
" 01 0 0 0
= Rl a,, RZ = 0 0 a// Cll O
0 0 b d' 0
1 0 O 0 0
1 01 0 0 0
- — -
a2 o0 1 ¢"/a’" 0
0 0 b" d"’ 0
1 0 O 0 0
., 010 0 0
_>R4,_b R3_> 0 0 1 C”/a” 0
0 0 O (alldll — bllcll)/a’/ 0
1 0 O 0 0
a” 010 0 O
= R4_> 17 "
(a"d" —b"c") 0 01 c¢"/da" O
0 0 O 1 0
1 0 0 0 O
c” 01000
SRRz 0 1 0 of
0 0 0 1 O



If the reduction processes successfully, we have one and only one solution for this linear system:
A = 0, which is explicitly excluded. Therefore, the reduction above can’t proceed. As we saw, if

a”" =0ora"d" —b'"c" =0, the reduction procedure above can’t proceed that way.

12 n

a’ ¢ 0O 0 O 0 ¢ 0 0 O b d’" 0 0 0
Casel a=o |B" @ 0 0 of_[b" d" 0 0 of[_[0 ¢ 0 0 0
B 10 0 4’ ¢ 0 0 0 ¢’ 0 0 0o b’ d' o/
0 0 b" d' O 0 0 b d' O 0O 0 0 ¢ o
1 0 0 0 O
. . ..|0 1. 0 0 O .. .
it would still end up with 0010 0 under additional conditions. So we are not sure.
0 0 0 1 O
Case2. a"'d" —b"c" =0, wehave:
a’” ¢ 0 0 0 1 c¢"/a" 0 0 0
bl’ dl’ (3, 9, 0 N _Rl 5 bl’ dl’ 0 0 0
0 0 d'" ¢ o0 a" 0 0 a’ ¢ 0
0 0 b" d' 0 0 0 b”" d’" 0
1 ¢"/a" 0 0 0
" 0 0 0 0 O
R, —b"R
= 2 1_) 0 0 alr CN 0
0 0 b" d’ 0
1 ¢"/a" 0 0 0
1.0 0o o o o
3 7o 0 1 c¢"/a” 0
0 0 b" da” 0
1 c¢"/a” 0 0 0
0 0 0 0 0
R,—b"R
= 4 3_) 0 0 1 C”/a” 0
0 0 0 0 0

n rn

So we have: a + %b =0andc + %d = 0. Together with the prerequisite condition a’’d"” —

b"c¢" = 0. We've shown that any two matrix that satisfy these three equations satisfy A> = AB.

The simplified conditions are:
a(a—a’)+b(c—c)=0
cla—a)+dc—-c)=0

(a—a)Y(d-d)—(b-b)c—-c)=0.



Question 29:

Answer:

Question 31:

Answer:

-3 2
-6 4

L | A B
as=[23 A5 =12 3

So A% = AB holdsand 4 # B.

For example: if we have A = and B = [__172 (ﬂ The left side and right side are:

Two of the six matrices listed are symmetric. Identify these matrices..

3 1

A=14 7 not symmetric.
2 6
1 2 1

B=17 4 3 not symmetric.
6 0 1
2 1 4 0

C=16 1 3 5 not symmetric.
2 4 2 0

D= [i ﬂ symmetric.

E = 3 g] not symmetric.

F= 1 ﬂ symmetric.

_I1 ] .

u= not symmetric.
-1

v = _33] not symmetric.

Let A and B be (n X n) symmetric matrices. Give a necessary and sufficient condition for AB to

be symmetric.

Since A and B are symmetric matrices, we have A = AT and B = BT. In order to have AB be

symmetric, AB = (AB)T. According to Theorem 10, (AB)T = BT AT, therefore we have:

AB = (AB)T = BTAT = BA

So, if and only if AB = BA the multiplication AB of two symmetric matrices A and B can also be

a symmetric matrix.



Question 43:
Answer:
Answer:

c.
Answer:

Let A =

4 -2 2 1
2 4 —4—]andu=l3]

1 1 0 2

Verify that Au = 2u.

4 =2 27N 2 1 2
2 4 —4||3|=|6[land2u=23|=6
1 1 o012 4 2 4

Without forming A5, calculate the vector A%u.

Au = . So Au = 2u.

ASu = A*Au = A*2u = 243 Au = 2A%2u = 4A% Au = 4A%2u = 8AAu = 8A2u = 16Au = 32u.

32
ASu =32u = [96
64

Give a formula for A™u, where n is a positive integer. What property from Theorem 8 is required

to derive the formula?

As shown in b. A%u = 294" 1 Au = 2'A" 2 4u = 224" 3Au = - = 2" 1A%4u = 2™u. So the
formulais A"u = 2™u.

271
A"u =2"u=|3.2"|.

2n+1

The procedure of deriving this formula is based on Theorem 8 #2, which allows us to swap

position of a matrix in matrix-scalar multiplications.



