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Question:

12.

Answer:

14.

Answer:

Refer to the following vectors either show that Sp(S) = R? or give an algebraic specification for

<]

Sp(S). If Sp(S) # R3, then give a geometric description of Sp(S).

S T

[—2 1
y=1-2 z=|0
| 2 2
S ={v}
1
Sp(S) = {x ERx=a [2] , aisany real number]. This is a line in R® through the origin and
0
(1,2,0). The equivalence equations for this line are: x = t,y = 2t,z = 0. This is derived as
below:
[2 bz s R2 - 2R1 - |0 bz - 2b1:|
= b, is any real number, b, = 2b;,b; = 0.
S={v,w}
1 0
Sp(S) ={x € R%:x = a, |2| + a,|—1|, a,and a, are any real numbers{. This is a plane in R®
0 1

covering the origin, (1,2,0), and (0,—1,1).
y — 2x + z = 0. This is derived as below:

The equivalence equations for this plan is:



1 0 b 1 0 b
[2 -1 bz —>R2 (—)R3 —>|:0 1 b3:|
0 1 b, 2 —1 b,

1 0 b,
- R;—2R; - |0 1 bs ]
0 -1 b,—2b
10 by
—>R3+R2—>[0 1 bs
0 0 by,—2b;+bs

= b, —2b + by =0.

16. S={v,w,x}

1 0 1
Answer: Sp(S) = {x ER:x=a,|2|+a,|-1|+as| 1 ], ai,a,,and az are any real numbers;. In
0 1 -1

other words, Sp(S) = R3. This is derived as below:

1 0 1 1 0 1
[2 -1 1]—>R2<—>R3—>[0 1 —1]

0 1 -1 2 -1 1

1 0 1
—>R3—2R1—>[O 1 —1]

0 -1 -1
10 1
SRs+R,-> |0 1 -1
0 0 -2
1 10 1
~>-5R;>[0 1 -1
0 0 1
1 0 1
2 R,+R;—> (0 1 0
0 0 1
1 0 0
_)Rl_R3_) 0 1 0
0 0 1

= v,x,and y are linearly indipendent vectors

= Sp(S) = R3.



Question 20:

Answer:

Question:

30.

1 0
Let S be the set given as S = {v,w} = ”2] , l— 1“ For each vector given below, determine
0 1

whether the vector is in Sp(S). Express those vectors that are in Sp(S) as a linear combination

of vand w.
[1] [ 1] [1]
a. |1 b.| 1 c. |2
111 [ —1 0]
2 —1] 1
d. (3 e.| 2 f. |1
1 L 4 ] 3
1 0
Sp(S) ={x € R%:x = a, |2| + a,|—1|, a,and a, are any real numbers{. This is a plane in R®
0 1

covering the origin, (1,2,0), and (0,—1,1). The equivalence equations for this plan is:
y—2x+z=0.

[1 1 1 0
a. 1] is on this plane because 1 =2 x 1+ 1 = 0. [1] =|2|+|-1],s0a; = a, = 1.
11 1 0 1
[ 1
b. 1 [is not on this plane because 1 —2 X1 —1= -2 # 0.
[—1
1 1 1 0
c. [2] is on this plane because 2 —2 X1+ 0 = 0. [2] =|(2]+0- —1], soa; =1,a, = 0.
0 0 0 1
2 2 1 0
d. 3| is on this plane because 3 —2x2+1=0. |3 =2-|2|+|-1|,s0a; = 2,a, = 1.
1 1 0 1
-1
e. 2 |is not on this plane because 2 — 2 X (=1) + 4 =8 # 0.
4
1
f. 1| is not on this plane because 1 —2x 1+ 3 =2 # 0.
3

Give an algebraic specification for the null space and the range of the given matrix A.

-1 2

A:B -1 5



Answer:

Answer:

32.

Reduce the matrix we have:

1 -1 2 1 -1 2

[2 1 5_’R2_2R1_’[0 11
10 3

—>R1+R2—>[0 1 1)

-3
Null space: The kernel is V' (4) = {x ER3:x =x, [—1], X3 is any real number;. This is a line
1

in R® through the origin and (—3,—1, 1).

Range: The column space can be expressed as a linear combination of the independent column
vectors: Sp(4) = {x ER%x =aqa, B] +a, [:ﬂ , a,and a, are any real numbers} which is the

same as Sp(4) = R

A=

1 3
2 7]
1 5

Reduce the augmented matrix we have:

1 3 b, 1 3 b
[2 7 bz] 4 Rz - 2R1 4 [0 1 bz - 2b1:|
1 5 by 15 b
1 3 b,
—>R3—R1—>[O 1 b2—2b1]
0 2 b3 - b1
1 0 7b1 - 3b2
- R, —3R, - |0 1 b2—2b1]
_0 2 b3 - b1

[EN

- R; — 2R, > |0 b, —2b,
_0 O b3 + 3b1 - sz

1 0  7b,—3b, ]

Null space: The kernel is N'(A4) = {x €ER%*x = [g]} In other words, V' (4) = {6}.

Range: The column space can be expressed as a linear combination of the independent column

1 3
vectors: Sp(A) = [x ER%x=aqa,|2|+a, 7], a,and a, are any real numbers} which can also
1 5

be expressed as z + 3x — 2y = 0. Itis a plane in R covering the origin, (1,2,1), and (3,7, 5).



Question 50: Identify the range and the null space for each of the following.

a. The (n X n) identity matrix

Answer: Null space: There’s no free variable in an identity matrix. We can get the zero matrix only by

multiplying I with the zero vector. Therefore the null space is

w0 =fre = [Z]}

= N'(4) = {6}

Range: The column space can be expressed as a linear combination of the independent column

vectors:
1 0
Sp(Ad) =ix ER":x =a,|i|+ -+ a,|:| a1,a, ,ay, are any real numbers
0 1
= Sp(A) = R™.
b. The (n X n) zero matrix
Answer: Null space: They are all free variables in the zero matrix. We can get the zero matrix by

multiplying 6 with the any vector. Therefore the null space is:

N(A) =R".

Range: The column space can be expressed as a linear combination of the independent column

vectors, since they are all zero vectors, the column vectors span only the origin.

soi) = e

0
= Sp(4) = {6}.
c. The (n X n) nonsingular matrix
Answer: Null space: By definition Sx = 6 has only one solution for nonsingular matrix S. The solution is

x = 0. Therefore the null space is:

w0 =fre s = [Z]}

= N(4) ={6}.



Question 52:

Answer:

Answer:

Range: The nonsingular matrix can be reduced to an identical matrix. The column space is

therefore:

Sp(A) = R™.

Let Abe an (m X r) matrix and B an (r X n) matrix.
Show that V' (B) € N (4B).

Assuming vector x € V' (B), which means Bx = 6, we would have ABx = A(Bx) = A8 = 6. So
vector x € V' (AB) as well. Therefore, we've shown that any vector belongs to NV'(B) also
belongs to V' (AB).Hence, we have relation, V'(B) S NV (4B)

Show that R(AB) € R(A).

Assuming vector y € R(AB) which means ABx =y, we would have ABx = A(Bx) = Ax' = y.
So vector y € R(A) as well. Therefore, we've shown that any vector belongs to R(AB) also
belongs to R(A). Hence, we have relation, R(AB) € R(A4).



