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Ex4:

Answer:

Ex 10, 12:

10:

Answer:

Verify that {1y, u,, U3} is an orthogonal set for the given vectors.

2 1 -2
u; =11 U, =1 2 uz; =1 2
2 -2 1
To verify that {u;, u,, u3}is an orthogonal set, we would need to verify every pair-wise dot

product between the vectors is zero.

ul cuy=ulu;=2+2-4=0

ul cuz=ul - u;=—4+2+2=0
ul ‘uz=ul u, =-2+4-2=0

According to the definition of orthogonal, set {uy, u,, U3} is an orthogonal set.

Express the given vector v in terms of the orthogonal basis B = {uy, u,, U3}, where uy, u,, u; are

as below:

o] -3 o2
&l

We have the following equations:

-

>a—-b—-—c=0

-1

+b| 0 |+cC
1

1
1
1

-1

2
-1
a+2c=1

at+b—-—c=2



Solving this system with three equations and three unknowns a, b, c. We have:

a=1,b=1,c=0

0 1 -1 -1
> [1]=1x|1[{+1x| 0 [+0x]| 2 |.
2 1 1 -1
1
122 v =2
1
Answer: We have the following equations:
1 1 -1 -1
2|=al1|+b| 0 |+c]|2
1 1 1 -1

>a-b-c=1
a+2c=2
a+b—-c=1

Solving this system with three equations and three unknowns a, b, c. We have:

=01
T

11 4 [1 -1 1 [-1
=>2=§><1+0>< 0 +§>< 2.
1 1 1 -1
Ex 14: Use the Gram-Schmidt process to generate an orthogonal set from the given linearly independent
vectors given below.
1 2 1
0 1 -1
1 0 0
2 2 1
Answer: Follow the steps of Gram-Schmidt Algorithm:
1
U, =W, = 0
1 1 1
2



2 1 1
_ wlw,  _[1] 2+o+0+4 |O| _ | 1
Up =Wz — uluy U= ol ~ 1roriea |1 T =1
2 2 0
1 1 1 1/2
_ ulws wws | =1| 1+o+o+2 |O]| 1-1+0+0 [ 1| | —1
Uz =Wz — uluy Uy = ulu, U2 =1 o |~ Trowire 1|~ Tr1e1s0 |=1| T -1/2
1 2 0 0

We can verify the solution by checking every pair-wise dot product of the derived vectors.

ul cu;=udu;=14+40-140=0

1
u{-u3=u§'u1=—+0—5+0=0

2
1 1
ug-u3=u§-u2=§—1+§+0=0

1 1 1/2
Every pair-wise dot product is zero. The solution is therefore correct (1) ) _1 1l __1} Sl ¢
2 0 0

Ex 24: The Cauchy-Schwarz inequality. Let x and y be vectors in R". Prove that |xTy| < ||x||||y]|.

Answer: We start from know inequality, ||x — cy||? = 0 where c = xTy/yTy,and y # 6.

llx —cyll> = (x — cy)" (x — cy)
1
L)
=xTx+yTy— EyTx —cxTy

yiy-y'x xy-xTy

= |Ix|I* + llyll* =
xTy yTy

yTx = xTy, since they both represent x,y; + x,¥, + -+ X, ¥,. Continuing the simplification
above we have:
yy-y'x xy-xTy

xTy y'y

llx = cyll? = llxll* + llyll* -

xTy-xTy

= Ix|I> + llyll* = y"y —
yTy

1
==?§'WxWHNF+HﬂV—Hﬂﬁ—(ﬂ&f]



1
=7 [l yll? = G )?]
>0

Further simplify the inequality above, we obtain the to-be-proven inequality:

%[uxnznyuz Ty 2 0
= Iyl - (Ty)? 2 0

= Iyl = (Ty)?

S Iyl = Ty |

If y = 6, the to-be-proven inequality is simply 8 = 0, ||x||||ly|l = |[x"y]| still holds. Therefore

we've proven the inequality ||x]||ly]| = |xTy | holds in all cases.

Ex 24: LetB = {ul,uz, ---up}be an orthonormal basis for a subspace W. Let v be any vector in W,

where v = a,uy + au, + -+ + a,u,. Show that

lvll> = a% + a3 + -+ aj
Answer: By definition ||v||* = v"v. v = au; + ayu, + -+ + a,u,, and we also have:
7 T
v = (a1u1 + azuz + ---+ apup)

T
(ayu)T + (au)T + -+ (apup)

au] + auf + -+ ayuy

Therefore ||v]|? = vTv can be expressed as:

Ty

Ivll? = v
= (@yuy + aguy + -+ apu,) - (qgul + ayul + - + a,ul)

= (awu] + ayauyul + - + aya,uqul) + (aduyul + aya,upul + -+ aya,u,ub)

2 T L R T
TP 00 I (apupup +aya,upuy + oo+ apap_lupup_l)

Since set B = {ul,uz, up} is be an orthonormal basis for W, every doc product in the form of

uiujT, where i # j, is zero. The equation above is, therefore, simplified to be:



lvll? = (aZusul + 0+ -+ 0) + (auyul + 0+ -+ 0) + -+ (azupup + 0 + -+ 0)

ajujuf + ajuuj + -+ agu,uy,

a2 llugl1? + a2lluzll? + - + a|u ||

aix1l+asx1+-+ajx1

ai+as+--+ai.

Section 3.7

Ex 8-11: Determine whether the function F is a linear transformation
8. F:R? - R? defined by
Pl =[]
xZ x1 + 3x2
Answer: We need to determine whether the two linearity properties are satisfied by F. Thus let u and v

be in R?,

Uy U1
u= uz]'v - [vz]

Let’s verify F (u + v) = F(u) + F(v) first. The left side can be expanded into,

Fa+v) = F ([,] + [1,])
=l ui))
_ [P +v1) = (up + 172)]
(uy; +vp) + 3(uy + vy)

_ 2u1+2171—u2—172]
T lug + v+ 3uy + 30,

The right side can be expanded into,

F(u)+F(v)_[2”1 ][2"1 ]

uq + 3u, v; + 30,

_ 2u1+2U1_u2_U2]
T lu + vy 4+ 3uy + 30,



Answer:

So we've shown that F(u + v) = F(u) + F(v) holds, since the left side equals to the right side.
Similarly, we can verify the F(cu) = cF(u), The left hand side can be expanded into,

_ (28 cur _ [2cuy — cuz]
Fleey =8 (C uz]) =8 ([Cuz]) " euy + 3cu,]”
The right hand side can be expanded into,

ery = e ([4]) = [P 5] = 0.

uq + 3u, cuy + 3cu,

So we've shown that F(cu) = cF(u) holds, since the left side equals to the right side. Therefore

function F is a linear transformation.

F:R? - R? defined by
F(laD) =[]

We need to determine whether the two linearity properties are satisfied by F. Thus let u and v

be in R?,
W "1
u= uz]'v - [vz]
Let’s verify F(u + v) = F(u) + F(v) first. The left side can be expanded into,

Pt o) =F (] + [1;])

= ([iy 3

_I:u2+172:|
“luy vl

The right side can be expanded into,
u v
Fa) +F) = 2] +,7]

_[u2+172]
“luy + vl

So we've shown that F(u + v) = F(u) + F(v) holds, since the left side equals to the right side.
Similarly, we can verify the F(cu) = cF(u), The left hand side can be expanded into,

Flewy = F (e[a]) = F ([ca)) = [cuc]

The right hand side can be expanded into,

e (@) = cF ([, ]) = efa;] =]



So we've shown that F(cu) = cF(u) holds, since the left side equals to the right side. Therefore

function F is a linear transformation.

10.  F:R? - R? defined by
Pl =["1"

Answer: We need to determine whether the two linearity properties are satisfied by F. Thus let u and v

be in R?,
_ W _ "
u= uz]'v - [vz]
Let’s verify F (u + v) = F(u) + F(v) first. The left side can be expanded into,

Pt o) =[] + [1;])

i (hes)
_[u1+v1+u2+v2]
= i )

The right side can be expanded into,

Fa +F@) = [T +[" 77

1

=[u1+v1-5u2+v2].

So we've shown that F(u + v) # F(u) + F(v) holds, since the left side does not equals to the

right side. Therefore function F is not a linear transformation.

11.  F:R? - R? defined by
2
F(eD =L

Answer: We need to determine whether the two linearity properties are satisfied by F. Thus let u and v

be in R?,

Uy U1
u= u2],17 - [U2]

Let’s verify F(u + v) = F(u) + F(v) first. The left side can be expanded into,



Ex 26, 30:

Answer:

26.

Pt =F ([,] + 1)
()

- [(u1 -f—uiil;-(zz)+ vz)]

The right side can be expanded into,
s =g o]

_ [ u? + v} ]

So we've shown that F(u + v) # F(u) + F(v) holds, since the left side does not equals to the

right side. Therefore function F is not a linear transformation.

A linear transformation T is given. In each case find a matrix A such that T(x) = Ax. Also

describe the null space and the range of T and give the rank and the nullity of T.

T:R? > R? defined by

— X2

()=

Look for a matrix A such that T(x) = Ax. Since Ax result in a vector of length 3, and x is a

vector of length 2, A should be a 3 X 2 matrix.

¢ ole-

e f

X1 — X2
X2

T(x) =Ax =

= ax; +bx, = x; — X,

cx, +dx; =x1 + x,

ex; + fx; =x,
2a=1,b=-1c=1d=1e=0,f=1

1 -1
1 1)

0 1

=2 A=




Answer:

30.

By definition, the null space of T, where T is a linear transformation that projects subspace
Vo W,isN(T) ={v:visinV and T(v) = 0}. We've shown that T(x) = Ax, the null space of

T is also the null space of matrix A4, since it contains all x, so that Ax = 8. Therefore, we look for

the null space of 4,
1 -1 1 -1
0 1 0o 1
1 -1
> R; o R, > |0 1]
0 2
1 0
- R;+R, - |0 1]
0 2
1 0
_)R3_2R2_> 0 1 .
0 0

There’s no free variable in the system, the null space is therefore,
N(T) ={v € R%v =0}, dim(WV(T)) =0

Similarly, the range of T is the range of A. As we’ve shown the two column vectors of 4 are

linearly independent, the range is therefore,

1 -1
R(T) = {v ER*v=all|+b| 1 l,where a, b are any real numbers
0 1

= dim(R(T)) = 2

T:R® - R defined by

X1
X3

Look for a matrix A such that T(x) = Ax. Since Ax result in a vector of length 1, and x is a

>=2X1—X2+4X3

vector of length 3, A should be a 1 X 3 matrix.
X1
T(x)=Ax=[a b (] [xz] = 2%, — X + 4x;
X3

= ax; + bx, + cx3 = 2x; — x5 + 4x5
s>a=2,b=-1,c=4

>A=[2 -1 4].



By definition, the null space of T, where T is a linear transformation that projects subspace
Vo W,isN(T) ={v:visinV and T(v) = 0}. We've shown that T(x) = Ax, the null space of
T is also the null space of matrix A, since it contains all x, so that Ax = 6. Therefore, we look for
the null space of 4,

1 1
A=[2 -1 4]—>§R1—>[1 -5 z].

There’s two free variables in the system, the null space is therefore,

1/2 -2
N(T) = {v ERv=a [ 1 |+b|O l,where a, b are any real numbers}
0 1

= dim(V(T)) = 2.

Similarly, the range of T is the range of A. As we’ve shown the three column vectors of A are not
linearly independent, the range is therefore,

R(T) = {v € R': v = a[2], where a is any real number}

= R(T) = R',dim(R(T)) = 1.



