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Section 3.6 

Ex 4: Verify that ���, ��, ��� is an orthogonal set for the given vectors. 

�� � 	212�  �� � 	 12
2� �� � 	
221 � 

Answer: To verify that ���, ��, ��� is an orthogonal set, we would need to verify every pair-wise dot 

product between the vectors is zero. 

��� � �� � ��� � �� � 2 � 2 
 4 � 0 

��� � �� � ��� � �� � 
4 � 2 � 2 � 0 

��� � �� � ��� � �� � 
2 � 4 
 2 � 0 

According to the definition of orthogonal, set ���, ��, ��� is an orthogonal set. 

Ex 10, 12: Express the given vector � in terms of the orthogonal basis � � ���, ��, ���, where ��, ��, �� are 

as below: 

�� � 	111�  �� � 	
101 � �� � 	
12
1� 

10: � � 	012� 

Answer: We have the following equations: 

	012� � � 	111� � � 	
101 � � � 	
12
1� 

� � 
 � 
 � � 0 

� � � 2� � 1 

� � � � 
 � � 2 



Solving this system with three equations and three unknowns �, �, �.  We have: 

� � 1, � � 1, � � 0 

� 	012� � 1 � 	111� � 1 � 	
101 � � 0 � 	
12
1� . 

12: � � 	121� 

Answer: We have the following equations: 

	121� � � 	111� � � 	
101 � � � 	
12
1� 

� � 
 � 
 � � 1 

� � � 2� � 2 

� � � � 
 � � 1 

Solving this system with three equations and three unknowns �, �, �.  We have: 

� � 43 , � � 0, � � 13 

� 	121� � 43 � 	111� � 0 � 	
101 � � 13 � 	
12
1� . 

Ex 14: Use the Gram-Schmidt process to generate an orthogonal set from the given linearly independent 

vectors given below. 

�1012�  �2102� � 1
101 � 

Answer: Follow the steps of Gram-Schmidt Algorithm: 

�� � �� � �1012�  



�� � �� 
  !"#$ !" ! �� � �2102� 
 �%&%&%'�%&%�%' � �1012� � � 11
10 �  

 �� � �� 
  !"#( !" ! �� 
  $"#( $" $ �� � � 1
101 � 
 �%&%&%��%&%�%' � �1012� 
 �)�%&%&�%�%�%& � � 11
10 � � � 1/2
1
1/20 � 

We can verify the solution by checking every pair-wise dot product of the derived vectors. 

��� � �� � ��� � �� � 1 � 0 
 1 � 0 � 0 

��� � �� � ��� � �� � 12 � 0 
 12 � 0 � 0 

��� � �� � ��� � �� � 12 
 1 � 12 � 0 � 0 

Every pair-wise dot product is zero.  The solution is therefore correct+�1012� , � 11
10 � , � 1/2
1
1/20 �,. 

Ex 24: The Cauchy-Schwarz inequality.  Let - and . be vectors in /0.  Prove that |-�.| 2 3-33.3. 

Answer: We start from know inequality, 3- 
 �.3� 4 0 where � � -�./.�., and . 5 6. 

3- 
 �.3� � 7- 
 �.8�7- 
 �.8 

� 9-� 
 1� .�: 7- 
 �.8 

� -�- � .�. 
 1� .�- 
 �-�. 

� 3-3� � 3.3� 
 .�. � .�--�. 
 -�. � -�..�.  

.�- � -�., since they both represent -�.� � -�.� � ; � -0.0.  Continuing the simplification 

above we have: 

3- 
 �.3� � 3-3� � 3.3� 
 .�. � .�--�. 
 -�. � -�..�.  

� 3-3� � 3.3� 
 .�. 
 -�. � -�..�.  

� 1.�. � <3-3�3.3� � 3.3' 
 3.3' 
 7-�.8�= 



 

� 1.�. <3-3�3.3� 
 7-�.8�= 

4 0 

Further simplify the inequality above, we obtain the to-be-proven inequality: 

1.�. <3-3�3.3� 
 7-�.8�= 4 0 

� 3-3�3.3� 
 7-�.8� 4 0 

� 3-3�3.3� 4 7-�.8� 

� 3-33.3 4 |-�. |. 
If . � 6, the to-be-proven inequality is simply 6 � 6, 3-33.3 4 |-�.| still holds.  Therefore 

we’ve proven the inequality 3-33.3 4 |-�. | holds in all cases. 

Ex 24: Let � � >��, ��, ; �?@ be an orthonormal basis for a subspace A.  Let � be any vector in A, 

where � � ���� � ���� � ; � �?�?.  Show that 

3�3� � ��� � ��� � ; � �?�  

Answer: By definition 3�3� � ���.  � � ���� � ���� � ; � �?�?, and we also have: 

�� � B���� � ���� � ; � �?�?C�
 

� 7����8� � 7����8� � ; � B�?�?C�
 

� ����� � ����� � ; � �?�?� 

Therefore 3�3� � ��� can be expressed as: 

3�3� � ��� 

� B���� � ���� � ; � �?�?C � B����� � ����� � ; � �?�?�C 

� B�������� � ��������� � ; � ���?���?�C � B�������� � ��������� � ; � ���?�?�?�C 

� � ; � B�?��?�?� � �?���?��� � ; � �?�?)��?�?)�� C 

Since set � � >��, ��, ; �?@ is be an orthonormal basis for A, every doc product in the form of 

�D�E�, where F 5 G, is zero.  The equation above is, therefore, simplified to be: 



3�3� � 7�������� � 0 � ; � 08 � 7�������� � 0 � ; � 08 � ; � B�?��?�?� � 0 � ; � 0C  

� �������� � �������� � ; � �?��?�?� 

� ���3��3� � ���3��3� � ; � �?�H�?H�
 

� ��� � 1 � ��� � 1 � ; � �?� � 1 

� ��� � ��� � ; � �?�  . 

Section 3.7 

Ex 8-11: Determine whether the function I is a linear transformation 

8. I: /� K /� defined by 

I LM-�-�NO � P2-� 
 -�-� � 3-�Q 

Answer: We need to determine whether the two linearity properties are satisfied by I.  Thus let � and � 

be in /�, 

� � M����N , � � M����N 

Let’s verify I7� � �8 � I7�8 � I7�8 first.  The left side can be expanded into, 

I7� � �8 � I LM����N � M����NO 

� I LM�� � ���� � ��NO 

� P27�� � ��8 
 7�� � ��87�� � ��8 � 37�� � ��8Q 

� P2�� � 2�� 
 �� 
 ���� � �� � 3�� � 3��Q . 
The right side can be expanded into, 

I7�8 � I7�8 � P2�� 
 ���� � 3��Q � P2�� 
 ���� � 3��Q 
� P2�� � 2�� 
 �� 
 ���� � �� � 3�� � 3��Q . 



So we’ve shown that I7� � �8 � I7�8 � I7�8 holds, since the left side equals to the right side. 

Similarly, we can verify the I7��8 � �I7�8,  The left hand side can be expanded into, 

I7��8 � I L� M����NO � I LM������NO � P2��� 
 ������ � 3���Q . 
The right hand side can be expanded into, 

�I7�8 � �I LM����NO � � P2�� 
 ���� � 3��Q � P2��� 
 ������ � 3���Q . 
So we’ve shown that I7��8 � �I7�8 holds, since the left side equals to the right side. Therefore  

function I is a linear transformation. 

9. I: /� K /� defined by 

I LM-�-�NO � M-�-�N 

Answer: We need to determine whether the two linearity properties are satisfied by I.  Thus let � and � 

be in /�, 

� � M����N , � � M����N 

Let’s verify I7� � �8 � I7�8 � I7�8 first.  The left side can be expanded into, 

I7� � �8 � I LM����N � M����NO 

� I LM�� � ���� � ��NO 

� M�� � ���� � ��N . 
The right side can be expanded into, 

I7�8 � I7�8 � M����N � M����N 
� M�� � ���� � ��N . 

So we’ve shown that I7� � �8 � I7�8 � I7�8 holds, since the left side equals to the right side. 

Similarly, we can verify the I7��8 � �I7�8,  The left hand side can be expanded into, 

I7��8 � I L� M����NO � I LM������NO � M������N . 
The right hand side can be expanded into, 

cF7u8 � cF LMu�u�NO � c M����N � M������N . 



So we’ve shown that I7��8 � �I7�8 holds, since the left side equals to the right side. Therefore  

function I is a linear transformation. 

10. I: /� K /� defined by 

I LM-�-�NO � M-� � -�1 N 

Answer: We need to determine whether the two linearity properties are satisfied by I.  Thus let � and � 

be in /�, 

� � M����N , � � M����N 

Let’s verify I7� � �8 � I7�8 � I7�8 first.  The left side can be expanded into, 

I7� � �8 � I LM����N � M����NO 

� I LM�� � ���� � ��NO 

� M�� � �� � �� � ��1 N . 
The right side can be expanded into, 

I7�8 � I7�8 � M�� � ��1 N � M�� � ��1 N 
� M�� � �� � �� � ��2 N . 

So we’ve shown that I7� � �8 5 I7�8 � I7�8 holds, since the left side does not equals to the 

right side. Therefore function I is not a linear transformation. 

11. I: /� K /� defined by 

I LM-�-�NO � P -��-�-�Q 

Answer: We need to determine whether the two linearity properties are satisfied by I.  Thus let � and � 

be in /�, 

� � M����N , � � M����N 

Let’s verify I7� � �8 � I7�8 � I7�8 first.  The left side can be expanded into, 



 

I7� � �8 � I LM����N � M����NO 

� I LM�� � ���� � ��NO 

� P 7�� � ��8�7�� � ��87�� � ��8Q . 
The right side can be expanded into, 

I7�8 � I7�8 � P �������Q � P �������Q 
� P ��� � ������� � ����Q . 

So we’ve shown that I7� � �8 5 I7�8 � I7�8 holds, since the left side does not equals to the 

right side. Therefore function I is not a linear transformation. 

Ex 26, 30: A linear transformation U is given.  In each case find a matrix V such that U7-8 � V-.  Also 

describe the null space and the range of U and give the rank and the nullity of U. 

26. U: /� K /� defined by 

U LM-�-�NO � 	-� 
 -�-� � -�-� � 

Answer: Look for a matrix V such that U7-8 � V-.  Since V- result in a vector of length 3, and - is a 

vector of length 2, V should be a 3 � 2 matrix. 

U7-8 � V- � 	� �� WX Y� M-�-�N � 	-� 
 -�-� � -�-� � 

� �-� � �-� � -� 
 -� 

� �-� � W-� � -� � -� 

� X-� � Y-� � -� 

� � � 1, � � 
1, � � 1, W � 1, X � 0, Y � 1 

� V � 	1 
11 10 1 � . 



By definition, the null space of U, where U is a linear transformation that projects subspace Z K A, is [7U8 � ��: � is in Z and U7�8 � 6�.  We’ve shown that U7-8 � V-, the null space of U is also the null space of matrix V, since it contains all -, so that V- � 6.  Therefore, we look for 

the null space of V, 

V � 	1 
11 10 1 � K /� 
 /� K 	1 
10 20 1 � 

K /� a /� K 	1 
10 10 2 � 

K /� � /� K 	1 00 10 2� 

K /� 
 2/� K 	1 00 10 0� . 
There’s no free variable in the system, the null space is therefore,  

[7U8 � �� b /�: � � 6�, dimB[7U8C � 0 

Similarly, the range of U is the range of V.  As we’ve shown the two column vectors of V are 

linearly independent, the range is therefore, 

d7U8 � e� b /�: � � � 	110� � � 	
111 � , where �, � are any real numbersm 

� dimBd7U8C � 2 

30. U: /� K / defined by 

U n	-�-�-��o � 2-� 
 -� � 4-� 

Answer: Look for a matrix V such that U7-8 � V-.  Since V- result in a vector of length 1, and - is a 

vector of length 3, V should be a 1 � 3 matrix. 

U7-8 � V- � <� � �= 	-�-�-�� � 2-� 
 -� � 4-� 

� �-� � �-� � �-� � 2-� 
 -� � 4-� 

� � � 2, � � 
1, � � 4 

� V � <2 
1 4= . 



By definition, the null space of U, where U is a linear transformation that projects subspace Z K A, is [7U8 � ��: � is in Z and U7�8 � 6�.  We’ve shown that U7-8 � V-, the null space of U is also the null space of matrix V, since it contains all -, so that V- � 6.  Therefore, we look for 

the null space of V, 

V � <2 
1 4= K 12 /� K P1 
 12 2Q . 
There’s two free variables in the system, the null space is therefore,  

[7U8 � e� b /�: � � � 	1/210 � � � 	
201 � , where �, � are any real numbersm 

� dimB[7U8C � 2 . 
Similarly, the range of U is the range of V.  As we’ve shown the three column vectors of V are not 

linearly independent, the range is therefore, 

d7U8 � �� b /�: � � �<2=, where � is any real number� 

� d7U8 � /�, dimBd7U8C � 1 . 


